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The accuracy and robustness of several approximate methods for computing linear and nonlinear optical
spectra are considered. The analysis is performed in the context of a benchmark model that consists of a
two-state chromophore with shifted harmonic potential surfaces that differ in frequency. The exact one- and
two-dimensional spectra for this system are calculated and compared to spectra calculated via the following
approximate methods: (1) The semiclassical forward-backward initial-value representation (FB-IVR) method;
(2) the linearized semiclassical (LSC) method; (3) the standard second-order cumulant approximation which
is based on the ground-state equilibrium frequency-frequency correlation function (2OC); (4) an alternative
second-order cumulant approximation which is able to account for nonequilibrium dynamics on the excited-
state potential surface (2OCa). All four approximate methods can be shown to reproduce the exact results
when the frequencies of the ground and excited harmonic surfaces are identical. However, allowing for the
ground and excited surfaces to differ in frequency leads to a more meaningful benchmark model for which
none of the four approximate methods is exact. We present a comparison of one- and two-dimensional spectra
calculated via the above-mentioned approximate methods to the corresponding exact spectra, as a function of
the following parameters: (1) The ratio of excited state to ground-state frequencies; (2) Temperature; (3) The
horizontal displacement of the excited-state potential relative to the ground-state potential; (4) The waiting
time between the coherence periods in the case of two-dimensional spectra. The FB-IVR method is found to
predict spectra which are practically indistinguishable from the exact ones over a wide region of parameter
space. The LSC method is found to predict spectra which are in good agreement with the exact ones over the
same region of parameter space. The 2OC and 2OCa are found to be highly inaccurate unless the frequencies
of the ground and excited states are very similar. These observations give credence to the use of the LSC
method for modeling spectra in complex systems, where exact or even FB-IVR-based calculations are
prohibitively expensive.

1. Introduction

Multidimensional optical spectroscopy has established itself
over the past decade as an extremely powerful and uniquely
detailed probe of the structure and dynamics of molecular
systems.1-4 It is also widely accepted that molecularly
detailed and dynamically accurate models are necessary in
order to take full advantage of these capabilities. However,
accomplishing this objective requires overcoming a number
of nontrivial theoretical and computational challenges, in-
cluding the development of self-consistent dynamical meth-
odologies for calculating spectra in complex systems which
are both feasible and reliable.

Linear and nonlinear spectra are often expressed in terms
of optical response functions (ORFs).1 However, a quantum-
mechanically exact calculation of these ORFs is not feasible
in most cases of practical interest. One approach for
bypassing this problem is based on a cumulant expansion of
the ORFs which is truncated at second order. Within this
approach, one may cast the ORFs in terms of equilibrium
frequency-frequency correlation functions which are pre-
sumably easier to calculate, either fully quantum-mechani-
cally, semiclassically, or classically.

Mixed quantum-classical methods, which are based on
treating a small subset of the degrees of freedom (DOF)

quantum-mechanically while the rest are treated in a classical-
like manner, represent another attractive strategy. However, as
is well-known, taking the classical limit of the ORFs with respect
to a subset of DOF in a direct manner can lead to expressions
which are not unique.5-11 Several approaches have been
proposed in the past for obtaining self-consistent mixed
quantum-classical expressions for the ORFs. One such approach
is based on linearizing the path-integral forward-backward
action associated with the photoinactive DOF with respect to
the difference between the forward and backward paths.9,11-20

Within this approach, one calculates the ORFs by propagating
the classical DOF forward in time along a classical trajectory
that hops between potential surfaces corresponding to various
quantum states of the chromophore, as dictated by the Liouville
pathway associated with each ORF.11 In what follows, we will
refer to this approach as the linearized semiclassical (LSC)
method. Another approach is based on replacing the product of
quantum propagators that appears in the expressions for the
ORFs by a single forward-backward semiclassical propa-
gator.9,11,12,21-27 The partial cancelation of the forward and
backward actions usually results in only mildly oscillatory
integrands, which makes the calculation of the ORFs more
manageable. In what follows, we will refer to this approach as
the forward-backward initial-Value-representation (FB-IVR)
method.* E-mail: eitan@umich.edu.
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The main goal of the present paper is to provide a meaningful
benchmarking of these methods that will aid in assessing their
robustness and reliability. To this end, we employ a benchmark
model that consists of a two-state chromophore with shifted
harmonic potential surfaces. For the sake of concreteness, we
will assume that the transition between the two states is
electronic. All four approximate methods can be shown to
reproduce the exact results when the frequencies of the ground
and excited harmonic surfaces are identical. However, allowing
for the ground and excited surfaces to differ in frequency leads
to a more meaningful benchmark model for which none of the
four approximate methods is exact.

We present comparisons of one- and two-dimensional spectra
calculated via the above-mentioned approximate methods to the
corresponding exact spectra, as a function of various parameters,
including the ratio of excited state to ground state frequencies,
temperature, the displacement of the excited-state potential
relative to the ground-state potential, and the waiting time
between the coherence periods in the case of two-dimensional
spectra.

The remainder of this paper is organized as follows. In section
2, we present the exact quantum-mechanical expressions for
the one- and two-dimensional spectra and formulate the corre-
sponding FB-IVR, LSC, and two distinctly different types of
second-order cumulant approximations. The model system is
described in section 3, and the results are presented and
discussed in section 4. Conclusions and outlook are provided
in section 5.

2. Theory

A. Linear and Nonlinear Spectra. We consider a two-state
system with the following field-free Hamiltonian:

Here, |g〉 and |e〉 are the adiabatic ground and excited states of
the chromophore and Ĥg/e ) T(P̂) + Vg/e(Q̂) are the correspond-
ing adiabatic Hamiltonians, where T(P̂) and Vg/e(Q̂) are the
kinetic and potential energy, respectively. For the sake of
simplicity, we formulate the different methods for a system with
a single photoinactive DOF whose coordinate and momentum
operators are given by Q̂ and P̂, respectively (the extension to
the case of multiple photoinactive DOFs is straightforward).11

It should be noted that eq 1 does not account for nonadiabatic
coupling between the adiabatic states, which is justified since
population relaxation is often found to be slow relative to
dephasing.

The measurement of one-dimensional (1D) spectra is based
on detecting the time-resolved linear response of the system to
a single impulsive pulse at time t ) 0. Assuming that the system
is in its ground equilibrium state prior to the arrival of the pulse
and making the Condon approximation, the signal can be shown
to be proportional to the following linear ORF:1

Here, the trace is over the photoinactive DOF, µge is the
transition dipole moment (a constant within the Condon
approximation), and F̂g ) e-�Ĥg/Tr[e-�Ĥg] is the equilibrium
ground state density operator, with � ) 1/kBT. The linear

absorption spectrum is then defined as the frequency-domain
analogue of J(t1):1

The measurement of two-dimensional (2D) spectra is often
based on detecting the time-resolved nonlinear response of
the system to three sequential impulsive pulses with wave
vectors ka, kb, and kc. The time delay between pulses a and
b is denoted t1, while that between pulses b and c is denoted
t2. The signal field is detected at a time interval t3 after pulse
c, in the background-free directions kr ) -ka + kb + kc and
knr ) ka - kb + kc, corresponding to the rephasing and
nonrephasing signals, respectively.3 Assuming once again that
the system is in its ground equilibrium state prior to the
arrival of the first pulse and making the Condon approxima-
tion, the nonrephasing and rephasing signals can be shown
to be proportional to the following third-order ORFs:1

and

respectively. The third-order ORFs {R1,R2,R3,R4} are explic-
itly given by:1

where,

Finally, the 2D spectrum at a given value of t2 is defined as
the absorptive part of the frequency-domain analogue, with
respect to t1 and t3, of Rnr(t3,t2,t1) and Rr(t3,t2,t1):3,28,29

H
∧
) |g〉H

∧
g〈g| + |e〉H

∧
e〈e| (1)

J(t1) ) |µge|
2Tr[eiĤgt1/pe-iĤet1/pF̂g] (2)

I(ω1) ) Re∫0

∞
dt1e

-iωt1J(t1) (3)

Rnr(t3, t2, t1) ) R1(t3, t2, t1) + R4(t3, t2, t1) (4)

Rr(t3, t2, t1) ) R2(t3, t2, t1) + R3(t3, t2, t1) (5)

R1(t3, t2, t1) ) |µge|
4Tr[eiH

∧
gt1/peiH

∧
et2/peiH

∧
gt3/pe-iH

∧
e(t1+t2+t3)/pF̂g]

≡ |µge|
4F(t1, t1 + t2, t1 + t2 + t3, 0)

(6)

R2(t3, t2, t1) ) |µge|
4Tr[eiH

∧
e(t1+t2)/peiH

∧
gt3/pe-iH

∧
e(t2+t3)/pe-iH

∧
gt1/pF̂g]

≡ |µge|
4F(0, t1 + t2, t1 + t2 + t3, t1)

(7)

R3(t3, t2, t1) ) |µge|
4Tr[eiH

∧
et1/peiH

∧
g(t2+t3)/pe-iH

∧
et3/pe-iH

∧
g(t1+t2)/pF̂g]

≡ |µge|
4F(0, t1, t1 + t2 + t3, t1 + t2)

(8)

R4(t3, t2, t1) ) |µge|
4Tr[eiH

∧
g(t1+t2+t3)/pe-iH

∧
et3/pe-iH

∧
gt2/pe-iH

∧
et1/pF̂g]

≡ |µge|
4F(t1 + t2 + t3, t1 + t2, t1, 0)

(9)

F(τ1, τ2, τ3, τ4) )

Tr[e-iH
∧

e(τ1-τ2)/pe-iH
∧

g(τ2-τ3)/pe-iH
∧

e(τ3-τ4)/pe-iH
∧

g(τ4-τ1)/pF̂g] (10)
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B. The FB-IVR Approximation. Within the FB-IVR ap-
proximation, one assumes that the oVerall forward-backward
time propagators in eqs 2 and 6-9 can be replaced by the
corresponding single semiclassical Herman-Kluk propagator,30,31

so that:21

and

Here, |gPjQj
〉 is a coherent state of width γ which is centered

at (Pj,Qj) and corresponds to the wave function

D(P0,Q0) is the Herman-Kluk prefactor,

and {SJ(P0,Q0),SRj
(P0,Q0)} are the forward-backward actions

which are explicitly given by:

where Lg/e(Q,P) ) PQ̇ - Hg/e(Q,P) is the classical Lagrangian.
In the case of the linear ORF, Qτ and Pτ are calculated along a

classical trajectory that starts at Q0 and P0 at τ ) 0, is propagated
forward in time from τ ) 0 to τ ) t1 on the excited-state
potential, and then backward in time from τ ) t1 to τ ) 0 on
the ground-state potential (see eq 2). In the case of the third-
order ORFs, Qτ and Pτ are calculated along classical trajectories
that start at Q0 and P0 at τ ) 0, and are propagated forward in
time from τ ) 0 to τ ) t1 + t2 + t3 followed by backward
propagation from τ ) t1 + t2 + t3 to τ ) 0. Importantly, the
system hops between the ground and excited potential surfaces
throughout this forward-backward time evolution in a manner
implied by eqs 6-9. For example, in the case of R1, the system
is propagated on the excited surface from τ ) 0 to τ ) t1 + t2

+ t3, on the ground surface from τ ) t1 + t2 + t3 to τ ) t1 +
t2, on the excited surface from τ ) t1 + t2 to τ ) t1 and finally
on the ground surface from τ ) t1 to τ ) 0.

C. The LSC Approximation. The LSC approximation is
based on writing the ORFs in a path integral form and linearizing
the path-integral forward-backward action with respect to the
difference between the forward and backward paths.9,11,13-17,32-34

It should be noted that similar expressions have been previously
proposedbasedonavarietyofothersemiclassicalapproaches.6,35-41

Within this approximation, the linear and third-order ORFs are
given by the following expressions:

and

Here, + and - correspond to rephasing ORFs (R2,R3) and
nonrephasing ORFs (R1,R4), respectively, Fg,W(Q,P) is the
Wigner transform of F̂g,

and U(Qτ)/p is the instantaneous value of the transition
frequency,

Importantly, {Qτ} are classical trajectories whose initial states
are sampled from Fg,W(Q0,P0) and which hop between potential
surfaces as they are propagated forward from τ ) 0 to τ ) t1

+ t2 + t3 according to the following prescription:
• In the case of J, the propagation takes place on the average

potential surface, Vge ) (Vg + Ve)/2, during (0,t1).
• In the case of R1 and R2, the propagation takes place on Vge

during (0,t1), on the excited-state potential surface, Ve, during
(t1,t1 + t2), and again on Vge during (t1 + t2,t1 + t2 + t3).

• In the case of R3 and R4, the propagation takes place on Vge

during (0,t1), on the ground-state potential surface, Vg, during
(t1,t1 + t2), and again on Vge during (t1 + t2,t1 + t2 + t3).

I(ω3, t2, ω1) ≡ Re∫0

∞
dt1 ∫0

∞
dt3{ei(ω1t1+ω3t3)Rnr(t3, t2, t1) +

ei(-ω1t1+ω3t3)Rr(t3, t2, t1)} (11)

JFB-IVR(t1) )

|µge|
2 1
2πp∫ dQ0dP0D(P0, Q0)〈gP0,Q0

|F̂g|gPf,Qf
〉eiSJ(P0,Q0)/p

(12)

Rj
FB-IVR(t3, t2, t1) )

|µge|
4 1
2πp∫ dQ0dP0D(P0, Q0)〈gP0,Q0

|F̂g|gPf,Qf
〉eiSRj(P0,Q0)/p

j ) 1, 2, 3, 4 (13)

〈Q|gPj,Qj
〉 ) (γ

π)1/4
exp(-1

2
γ(Q - Qj)

2 + i
p

Pj(Q - Qj))
(14)

D(P0, Q0) )
1

√2( ∂Pt

∂P0
+

∂Qt

∂Q0
- ipγ

∂Qt

∂P0
+ i(pγ)-1

∂Pt

∂Q0
)1/2

(15)

SJ(Q0, P0) ) ∫0

t1 dτLe(Qτ, Pτ) +∫t1

0
dτLg(Qτ, Pτ)

(16)

SR1
(Q0,P0) ) ∫0

t1+t2+t3
dτLe(Qτ,Pτ) + ∫t1+t2+t3

t1+t2
dτLg(Qτ,Pτ) +

∫t1+t2

t1
dτLe(Qτ,Pτ) + ∫t1

0
dτLg(Qτ,Pτ)

SR2
(Q0,P0) ) ∫0

t1
dτLg(Qτ,Pτ) + ∫t1

t1+t2+t3
dτLe(Qτ,Pτ) +

∫t1+t2+t3

t1+t2
dτLe(Qτ,Pτ) + ∫t1+t2

0
dτLg(Qτ,Pτ)

SR3
(Q0, P0) ) ∫0

t1+t2
dτLg(Qτ,Pτ) + ∫t1+t2

t1+t2+t3
dτLe(Qτ,Pτ) +

∫t1+t2+t3

t1
dτLg(Qτ,Pτ) + ∫t1

0
dτLe(Qτ,Pτ)

SR4
(Q0, P0) ) ∫0

t1
dτLe(Qτ,Pτ) + ∫t1

t1+t2
dτLg(Qτ,Pτ) +

∫t1+t2

t1+t2+t3
dτLe(Qτ,Pτ) + ∫t1+t2+t3

0
dτLg(Qτ,Pτ)

(17)

JLSC(t1) )

|µge|
2 1
2πp∫ dQ0dP0Fg,W(Q0, P0)exp{i∫0

t1 dτU(Qτ)/p}

(18)

Rj
LSC(t3, t2, t1) )

|µge|
4 1
2πp∫ dQ0dP0Fg,W(Q0, P0)e

-i ∫0
t1dτU(Qτ)/pe-i ∫t1+t2

t1+t2+t3dτU(Qτ)/p

(19)

Fg,W(Q, P) ) ∫ d∆e-iP∆/p〈Q + ∆
2

|F̂g|Q - ∆
2 〉 (20)

U(Qτ) ) Ve(Qτ) - Vg(Qτ) (21)
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D. The 2OC Approximation. The 2OC approximation can
be derived by taking advantage of the following identity:1

Here, exp+ corresponds to a positively time-ordered exponential
and

where Û/p ) [Ve(Q̂) - Vg(Q̂)]/p is the transition frequency
operator.

Substituting eq 22 into eq 2 yields the following expression
for the linear ORF:

Importantly, the initial equilibrium state, F̂g, and the dynamics
of Ûg(t) are both governed by the same Hamiltonian, Ĥg. The
2OC approximation then amounts to replacing 〈exp+[-i∫0

t dt′Ûg(t′)/
p]〉g by the corresponding second-order cumulant expansion:

Here

where Cg(τ) is the quantum-mechanical equilibrium ground-
state frequency-frequency correlation function:

Thus, the temporal behavior of the linear ORF within the 2OC
approximation reflects equilibrium fluctuations on the ground-
state surface. This behavior should be contrasted with the exact
expression for J(t1), eq 2, as well as the corresponding FB-IVR
and LSC approximations (eqs 12 and 18, respectively), which
are clearly affected by nonequilibrium dynamics on the excited-
state surface. The discrepancy can be traced back to the choice
of eq 22 as the starting point for the second-order cumulant
approximation. As we will show in section E, an alternative
and equally valid identity may be used, that leads to an
alternative second-order cumulant approximation which is
sensitive to nonequilibrium excited-state dynamics.

The 2OC approximations for the third-order ORFs can be
obtained in a similar manner. They can be conveniently
expressed in terms of F(τ1,τ2,τ3,τ4), eq 10, whose 2OC ap-
proximation is given by:1

Thus, within the 2OC approximation, the temporal behavior of
the third-order ORF reflects the very same equilibrium fluctua-
tions on the ground-state surface as the linear ORF.

Finally, it should be noted that truncating the cumulant
expansion at second order represents a rather severe approxima-
tion which can be expected to further limit the accuracy of the
resulting expressions for the ORFs.

E. The 2OCa Approximation. The second-order cumulant
expansions in eqs 25 and 28 are not unique. To see this, let us
consider an alternative cumulant expansion based on the
following identity:

Here, exp- corresponds to a negatively time-ordered exponential
and

Substituting eq 29 into eq 2 then yields the following expression
for the linear ORF:

Importantly, while the initial equilibrium state, F̂g, is governed
by the ground-state Hamiltonian, the dynamics of Ûe(t) are
governed by the excited-state Hamiltonian.

An alternative second-order cumulant approximation can
then be obtained by performing the cumulant expansion of
〈exp-[-i∫0

t dt′Ûe(t′)/p]〉g and truncating it at second order:

It should be emphasized that although the expressions for
the linear ORF in eqs 24 and 31 are equivalent, the
corresponding second-order cumulant expansions in eqs 25
and 32 are not. More specifically, unlike 〈Û〉g/p and Cg(t)/p2

which correspond to the averaged transition frequency and
fluctuations around it, respectively, at equilibrium on the
ground-state surface, the quantities 〈Ûe(t′)〉g and 〈Ûe(t′)Ûe(t′′)〉g

reflect the nonequilibrium dynamics of the transition fre-
quency on the excited-state surface and its autocorrelation.
In other words, unlike the 2OC approximation, and similarly
to the FB-IVR and LSC approximations, the 2OCa ap-

exp[iH
∧

gt/p]exp[-iH
∧

et/p] ) exp+[-i∫0

t
dt'U

∧
g(t')/p]

(22)

U
∧

g(t) ) exp[iH
∧

gt/p]U
∧

exp[-iH
∧

gt/p] (23)

J(t1) ) |µge|
2Tr{exp+[-i∫0

t1 dt'U
∧

g(t')/p]F̂g}

≡ |µge|
2〈exp+[-i∫0

t1 dt'U
∧

g(t')/p]〉g (24)

J2OC(t1) ) |µge|
2exp[-i〈U

∧
〉gt1/p - g(t1)] (25)

g(t1) ) ∫0

t1 dτ(t1 - τ)Cg(τ) (26)

Cg(τ) ) 1

p2
[〈U

∧
g(τ)U

∧
〉g - 〈U

∧
〉g
2] (27)

F2OC(τ1, τ2, τ3, τ4) ) ei〈U
∧

〉(-τ1+τ2-τ3+τ4)/p ×

exp{- 1

p2
[g(τ1 - τ2) - g(τ1 - τ3) + g(τ1 - τ4) +

g(τ2 - τ3) - g(τ2 - τ4) + g(τ3 - τ4)]} (28)

exp[iH
∧

gt/p]exp[-iH
∧

et/p] ) exp-[-i∫0

t
dt'U

∧
e(t')/p]

(29)

U
∧

e(t) ) exp[iH
∧

et/p]U
∧

exp[-iH
∧

et/p] (30)

J(t1) ) |µge|
2Tr{exp-[-i∫0

t1 dt'U
∧

e(t')/p]F̂g}

≡ |µge|
2〈exp-[-i∫0

t1 dt'U
∧

e(t')/p]〉g (31)

J2OCa(t1) ) |µge|
2exp[- i

p
∫0

t1 dt'〈U
∧

e(t')〉g -

1

p2{∫0

t1 dt''∫0

t''
dt'〈U

∧
e(t')U

∧
e(t'')〉g - 1

2
(∫0

t1 dt'〈U
∧

e(t')〉g)
2}]
(32)
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proximation appears to be able to account for the signature
of the inherent nonequilibrium excited-state dynamics on the
linear ORF.

The 2OCa approximation for F(τ1,τ2,τ3,τ4), and thereby the
third-order ORFs, can be obtained in a similar manner:

where C1(τ1,τ2,τ3,τ4) and C2(τ1,τ2,τ3,τ4) are the first- and
second-order cumulants, explicitly given by:

and

∫0

τ1
dτ1′∫

0

τ4 dτ4′〈U
∧

e(τ1′)U
∧

e(τ4′)〉g +

∫0

τ2
dτ2′∫

0

τ3 dτ3′〈U
∧

e(τ2′)U
∧

e(τ3′)〉g -

∫0

τ2
dτ2′∫

0

τ4 dτ4′〈U
∧

e(τ2′)U
∧

e(τ4′)〉g +

∫0

τ3
dτ3′∫

0

τ4 dτ4′〈U
∧

e(τ3′)U
∧

e(τ4′)〉g} - 1
2

C1
2(τ1, τ2, τ3, τ4) (35)

3. Benchmark Model

The main goal of this paper is to provide a systematic analysis
of the accuracy of the approximate methods discussed above.
To be meaningful, the analysis has to be performed in the
context of a benchmark model for which the exact quantum-
mechanical ORFs are known and do not coincide with any of
the approximations under discussion. A model that satisfies these
requirements consists of a two-state chromophore where the
ground and excited surfaces are both harmonic, but differ in
frequency:

Here, ωg and ωe are the harmonic frequencies that correspond
to the ground and excited surfaces, respectively, Qd is the
horizontal displacement of the excited-state surface relative to
the ground-state surface and ωeg is the minimum to minimum
transition frequency between the ground state and excited state.

We first consider the special case where ωe ) ωg, which
corresponds to the one-dimensional version of the popular
Brownian oscillator model.1 As it turns out, this case does not
lend itself as a benchmark for the problem at hand. This is
because the ground and excited potential surfaces have the exact
same shape and therefore induce the same dynamics. As a result,
the linear and third-order ORFs produced Via all four ap-
proximations (FB-IVR, LSC, 2OC and 2OCa) can be shown to
coincide with the exact ones when ωe ) ωg, regardless of the
Values of the temperature and horizontal displacement (see
Appendix). Thus, choosing a model system with ωe * ωg is
essential for obtaining a meaningful benchmark. It is important
to note that the ORFs in the case ωe * ωg differ from those in
the case ωe ) ωg in two respects:

• The transition frequency is a quadratic rather than linear
function of the coordinate of the photoinactive mode:

• The temporal behavior of Û(t) is sensitive to whether it is
governed by the ground or excited-state potential surfaces
(which is not the case when ωe ) ωg).

The exact quantum-mechanical ORFs when ωe * ωg can be
obtained in a variety of ways. For example, the ORFs can be
expanded in a basis of vibronic states, such that:

Here, Pgj
eq ) [1 - exp(-pωg/kBT)]exp(-jpωg/kBT) is the

equilibrium probability for being in state |gj〉, {|gj〉,j )
0,1,2,...} and {|ek〉,k ) 0,1,2,...} are the vibronic states that
correspond to the ground and excited states, respectively, ωaj,bk

) ωeg[δ(a,e) - δ(b,e)] + [(j + 1/2)ωa - (k + 1/2)ωb] are the
vibronic transition frequencies, and Cej,gk ≡ 〈ej|gk〉 are the
Franck-Condon coefficients (which can be obtained in closed
form in the case of harmonic potentials).

It should be noted that the ORFs in eqs 38 and 39 are purely
oscillatory. However, in reality, these ORFs are damped by
processes such as electronic dephasing. In order to account for
electronic dephasing, we assume that ωeg is a stochastic quantity
whose dynamics is uncorrelated with that of the photoinactive
mode and can be described as a Gaussian process in the limit
of motional narrowing. Within these assumptions, J(t1) f

F2OC(τ1, τ2, τ3, τ4) ) exp[C1(τ1, τ2, τ3, τ4) +
C2(τ1, τ2, τ3, τ4)] (33)

C1(τ1, τ2, τ3, τ4) )
i
p

{-∫0

τ1 dτ1′ 〈U
∧

e(τ1′)〉g +

∫0

τ2 dτ2′ 〈U
∧

e(τ2′)〉g-∫0

τ3 dτ3′ 〈U
∧

e(τ3′)〉g+∫0

τ4 dτ4′ 〈U
∧

e(τ4′)〉g}

(34)

C2(τ1, τ2, τ3, τ4) ) - 1

p2
{∫0

τ1
dτ1′∫

0

τ1′dτ1′′〈U
∧

e(τ1′′)U
∧

e(τ1′)〉g +

∫0

τ2
dτ2′∫

0

τ2′dτ2′′〈U
∧

e(τ2′′)U
∧

e(τ2′)〉g +

∫0

T3
dτ3′∫

0

τ3′dτ3′′〈U
∧

e(τ3′′)U
∧

e(τ3′)〉g +

∫0

τ4
dτ4′∫

0

τ4′dτ4′′〈U
∧

e(τ4′′)U
∧

e(τ4′)〉g +

∫0

τ1
dτ1′∫

0

τ2 dτ2′〈U
∧

e(τ1′)U
∧

e(τ2′)〉g -

∫0

τ1
dτ1′∫

0

τ3 dτ3′〈U
∧

e(τ1′)U
∧

e(τ3′)〉g +

Vg(Q
∧

) ) 1
2

ωg
2Q

∧ 2; Ve(Q
∧

) ) pωeg + 1
2

ωe
2(Q

∧
+ Qd)

2

(36)

U
∧
) pωeg + 1

2
ωe

2Qd
2 + ωe

2QdQ
∧
+ 1

2
[ωe

2 - ωg
2]Q

∧ 2

(37)

J(t1) ) |µge|
2 ∑

j0,j1

Pgj0

eq Cgj0,ej1
Cej1,gj0

exp[-iωej1,gj0
t1]

(38)

R1(t3,t2,t1) ) |µge|
4 ∑

j0,j1,j2,j3

Pgj0

eq Cgj3,ej1
Cej1,gj0

Cgj0,ej2
Cej2,gj3

×

exp[-iωej1,gj3
t3 - iωej1,ej2

t2 - iωej1,gj0
t1]

R2(t3,t2,t1) ) |µge|
4 ∑

j0,j1,j2,j3

Pgj0

eq Cgj3,ej2
Cej2,gj0

Cgj0,ej1
Cej1,gj3

×

exp[-iωej2,gj3
t3 - iωej2,ej1

t2 + iωej1,gj0
t1]

R3(t3,t2,t1) ) |µge|
4 ∑

j0,j1,j2,j3

Pgj0

eq Cej3,gj0
Cgj0,ej1

Cej1,gj2
Cgj2,ej3

×

exp[-iωej3,gj2
t3 - iωgj0,gj2

t2 + iωej1,gj0
t1]

R4(t3,t2,t1) ) |µge|
4 ∑

j0,j1,j2,j3

Pgj0

eq Cej3,gj2
Cgj2,ej1

Cej1,gj0
Cgj0,ej3

×

exp[-iωej3,gj0
t3 - iωgj2,gj0

t2 + iωej3,gj0
t1] (39)
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exp[-Γt1]J(t1) and Rj(t1,t2,t3) f exp[-Γ(t1 + t3)]Rj(t1,t2,t3),
where Γ is the electronic dephasing rate constant.

Exact and approximate 1D and 2D spectra were calculated
for ωe/ωg in the range 0.5-2.0 at T ) 0.2pωg/kB (low
temperature) and T ) 5.0pωg/kB (high temperature) and for
different values of the horizontal displacement Qd/(p/ωg)1/2 )
0.5,1.0,1.5. The 2D spectra were also calculated at different
values of t2. The electronic dephasing rate constant used in all
calculations was Γ ) ωg/2.8 and the spectra are presented so
that the frequency origin is set at 〈ωeg〉, which corresponds to
the average of the stochastic ωeg(t).

4. Results

A. 1D Spectra. The 1D spectra at T ) 0.2pωg/kB (low
temperature) and T ) 5.0pωg/kB (high temperature) are shown
in Figures 1 and 2, respectively, for Qd ) (p/ωg)1/2 and the
following four representative values of ωe/ωg: 0.6,1.0,1.4,1.8.
As expected, the quantum-mechanically exact 1D spectra consist
of peaks at the various vibronic transition frequencies. The
widths of these peaks are determined by Γ, and their intensities
are determined by the thermal weight of the initial state and
the corresponding products of Franck-Condon coefficients (see
eq 38). The following observations can be made based on these
results:

• The 1D spectra obtained via FB-IVR are found to be in
excellent agreement with the exact results throughout the entire
region of parameter space considered. It should be noted that
the fact that the coherent state width parameter γ was chosen
to be constant (see eq 14) implies that FB-IVR is not exact for
the system considered here. More specifically, by assuming that
γ is constant, FB-IVR neglects the fact that what is a coherent
state on one surface corresponds to a squeezed state on the other
surface. However, the corresponding changes of the width do
not seem to affect the 1D spectra in a noticeable way even when
ωe and ωg are significantly different.

• Although LSC is not as accurate as FB-IVR, it is clearly
able to reproduce the main features of the 1D spectra rather
well throughout a wide region of parameter space and improves
with increasing temperature. It should be noted that the
agreement between the LSC and exact results depends on the
choice of electronic dephasing rate constant, Γ. More specifi-
cally, the LSC approximation is known to be overdamped in
comparison to the corresponding fully quantum-mechanical
results, which can be attributed to the fact that it is based on
purely classical all-forward dynamics and therefore lacks the
ability to account for coherent quantum dynamical effects.12,16,42

As a result, the LSC approach is particularly suitable for
modeling spectra in cases where the physical dephasing is faster
than any nonphysical dephasing caused by this overdamping.
This is often the case in systems of practical interest and under
ambient conditions. In order to mimic this situation, we have
used in the present study a large enough value of Γ so that the
damping of the ORFs is dominated by it, rather than by the
nonphysical dephasing inherent to the LSC approximation.

• Although the 1D spectra obtained via 2OC coincide with
the exact ones when ωe ) ωg, the agreement between them
deteriorates rather rapidly once ωe is allowed to deviate from
ωg. Importantly, the deviations are qualitative in nature in the
sense that 2OC is unable to reproduce the overall asymmetry
of the spectrum as well as the locations, relative intensities, and
widths of the peaks. These deviations reflect the two major
approximations underlying 2OC, namely that the spectra reflect
equilibrium ground-state dynamics and that this equilibrium
dynamics can be described by a Gaussian process.

• The 1D spectra obtained via 2OCa coincide with the exact
spectra and the spectra obtained via 2OC when ωe ) ωg.
However, the 2OCa-based spectra are seen to deviate signifi-
cantly from both when ωe differs from ωg. At low temperatures,
2OCa appears to be somewhat better at predicting the peak
locations, which can be attributed to its ability to account for
at least some of the spectral signature of nonequilibrium excited-
state dynamics on the spectra. Unfortunately, the low-temper-
ature 2OCa-based spectra also become pronouncedly negative
in some regions, which is clearly nonphysical. At high temper-

Figure 1. The 1D spectra at T ) 0.2pωg/kB (low temperature) for Qd

) (p/ωg)1/2 and the following values of ωe/ωg: 0.6,1.0,1.4,1.8, as
obtained via an exact quantum mechanical calculation, as well as the
FB-IVR, LSC, 2OC, and 2OCa approximations.

Figure 2. Same as Figure 1 at T ) 5.0pωg/kB (high temperature).
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atures, the spectra obtained via 2OCa are seen to coincide with
the envelopes of the spectra obtained via 2OC but lack the fine
structure of the latter, which can be attributed to overdamping
generated by the nonequilibrium excited-state dynamics. Finally,
the fact that the accuracy of two distinctly different second-
order cumulant approximations deteriorate so rapidly once we
allow ωe to differ from ωg suggests that this type of approxima-
tion can only be expected to be reliable within a rather narrow
region of parameter space.

In Figure 3, we show the 1D spectra for two other values of
Qd, namely Qd ) (0.5,1.5)(p/ωg)1/2, in the case ωe/ωg ) 1.4
and at T ) 0.2pωg/kB and T ) 5.0pωg/kB. It should be noted
that the 1D spectra obtained via all four approximate methods
coincide with the exact ones when ωe ) ωg, regardless of the
value of Qd. However, this is not the case when ωe/ωg * 1.
The 1D spectra obtained via FB-IVR are seen to be in excellent
agreement with the exact ones regardless of the value of Qd.
As expected, LSC also remains accurate at high temperature
regardless of the value of Qd. Interestingly, LSC is also observed
to remain rather accurate even at the lower temperature, although
the level of accuracy is observed to diminish with increasing
Qd. Finally, the 1D spectra predicted by 2OC and 2OCa are
seen to be significantly different from the exact ones regardless
of the values of Qd, and the deviations are seen to increase with
temperature.

B. 2D Spectra. The exact 2D spectra at T ) 0.2pωg/kB (low
temperature) and T ) 5.0pωg/kB (high temperature) are shown
in Figure 4 as a function of t2, for Qd ) (p/ωg)1/2 and in the
special case where the frequencies of the ground and excited
surfaces coincide, namely ωe ) ωg. As expected, the 2D spectra
consist of peaks at the various vibronic frequencies. The widths
of these peaks are determined by Γ, and their intensities are
determined by the thermal weight of the initial state and the
products of Franck-Condon coefficients (see eq 39). The peak
pattern is also seen to change as a function of t2 as dictated by
eq 39, and the number of peaks is seen to increase with
temperature, which reflects the larger number of initially
populated ground vibronic states. However, the fact that the

vibronic wave functions become increasingly more localized
at the turning points with increasing energy implies that the
corresponding Franck-Condon coefficients drop rapidly. As a
result, the intensity of peaks that correspond to transitions
between excited states tends to rapidly decrease the more excited
the vibronic states are. As for the 1D spectra, the 2D spectra
generated via FB-IVR, LSC, 2OC, and 2OCa all coincide with
the exact results when ωe ) ωg (see Figure 4).

In Figures 5-10, we present a comparison of the exact 2D
spectra to the corresponding LSC, 2OC, and 2OCa approxima-
tions in the case where ωe * ωg. More specifically, we compare
2D spectra at T ) 0.2pωg/kB (Figures 5-7) and T ) 5.0pωg/kB

(Figures 8-10) for Qd ) (p/ωg)1/2 and at various values of t2.
We have also repeated the calculation for other values of Qd

(not shown). However, we have not found new trends with
respect to the Qd dependence besides those already noted in
the context of the 1D spectra (see Figure 3). The 2D spectra
generated via FB-IVR were observed to be practically indis-
tinguishable from the exact ones and are therefore not shown.

Figure 3. 1D spectra for Qd ) (0.5,1.5)(p/ωg)1/2, ωe/ωg ) 1.4 and at
T ) 0.2pωg/kB and T ) 5.0pωg/kB, as obtained via an exact quantum
mechanical calculation, as well as the FB-IVR, LSC, 2OC, and 2OCa
approximations.

Figure 4. The exact 2D spectra at T ) 0.2pωg/kB (low temperature)
and T ) 5.0pωg/kB (high temperature) as a function of t2, for Qd )
(p/ωg)1/2 and ωe/ωg ) 1.

Figure 5. A comparison of the exact 2D spectra to the corresponding
LSC, 2OC, and 2OCa approximations in the case where ωe/ωg ) 0.6
at T ) 0.2pωg/kB (low temperature).
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This implies that although strictly speaking the FB-IVR ap-
proximation is not exact when ωe * ωg, the 2D spectra are
essentially insensitive to the difference, at least for the model
under consideration here.

Unlike the spectra generated via FB-IVR, there are visible
deviations between the exact spectra and those obtained via LSC.
However, those deviations remain small throughout the region
of parameter space considered, thereby testifying to the robust-

ness of the LSC approximation. In fact, while the accuracy of
the LSC approximation at the high temperature is expected in
light of the classical treatment of the photoinactive coordinate,
the fact that it is also accurate at the low temperature is
somewhat surprising. The latter observation can probably be
attributed to the fact that all the potential energy surfaces
involved are harmonic, as the presence of anharmonicities would
have given rise to more pronounced quantum effects at low

Figure 6. A comparison of the exact 2D spectra to the corresponding
LSC, 2OC, and 2OCa approximations in the case where ωe/ωg ) 1.4
at T ) 0.2pωg/kB (low temperature).

Figure 7. A comparison of the exact 2D spectra to the corresponding
LSC, 2OC, and 2OCa approximations in the case where ωe/ωg ) 1.8
at T ) 0.2pωg/kB (low temperature).

Figure 8. A comparison of the exact 2D spectra to the corresponding
LSC, 2OC, and 2OCa approximations in the case where ωe/ωg ) 0.6
at T ) 5.0pωg/kB (high temperature).

Figure 9. A comparison of the exact 2D spectra to the corresponding
LSC, 2OC, and 2OCa approximations in the case where ωe/ωg ) 1.4
at T ) 5.0pωg/kB (high temperature).
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temperatures. It should also be noted that the accuracy of LSC
is better at ωe/ωg < 1, compared to ωe/ωg > 1, since the lower
frequency of the excited-state surface makes it more classical.

Finally, the 2D spectra generated via 2OC and 2OCa are seen
to be highly inaccurate in almost every respect. More specifi-
cally, although the 2D spectra generated by both the 2OC and
2OCa approximations coincide with the exact ones when ωe )
ωg, the agreement between the approximate and exact spectra
deteriorates rather rapidly once ωe is allowed to differ from ωg.
At the high temperature, the predictions of 2OC and 2OCa are
seen to differ qualitatively from the exact results regardless of
the value of ωe/ωg. However, at the lower temperature, 2OC
actually seems to perform reasonably well for ωe/ωg ) 0.6,
while 2OCa fails. Nevertheless, the trend reverses for ωe/ωg )
1.4, where it is actually 2OCa which is seen to be in reasonable
agreement with the exact results, while 2OC fails. This suggests
the growing importance of accounting for excited-state dynamics
when ωe > ωg, at least at low temperatures. However, generally
speaking, the second-order cumulant approximation, in either
its 2OC or 2OCa renditions, is seen to be rather inaccurate and
to lack robustness even in the case where the potential surfaces
are harmonic, provided that they do not have the same
frequency.

5. Conclusions

In this paper, we have considered the accuracy of the FB-
IVR, LSC, 2OC, and 2OCa methods for calculating 1D and
2D spectra within the context of a benchmark model of a two-
state chromophore with shifted harmonic potential surfaces. We
have shown that all methods reproduce spectra that coincide
with the exact ones when the frequencies of the two surfaces
are the same, regardless of the temperature or relative displace-
ment of those surfaces. As a result, a meaningful benchmark
must be based on having the two surfaces correspond to different
frequencies, and the accuracy consequently becomes dependent
on the frequency ratio.

The spectra generated via FB-IVR were found to be in
excellent agreement with the exact ones throughout the entire
region of parameter space considered. We have also observed
good agreement between the spectra calculated via LSC and
the exact ones, provided that the exact ORFs decay on a time
scale shorter than that of the nonphysical overdamping inherent
to the LSC approximation. Finally, the second-order cumulant
approximation, either in its standard form, 2OC, or alternative
form, 2OCa, were generally found to be inaccurate and
unreliable unless ωe ≈ ωg.

Although the FB-IVR method is superior to LSC in regard
to accuracy, its computational cost is also significantly higher.
Thus, our results seem to point to LSC as the method of choice
for modeling 2D spectra in complex systems for which an exact
quantum-mechanical, or even the approximate but rather
expensive FB-IVR method, may not be feasible. Applications
of LSC to model spectra in complex systems such as hydrogen-
bonded liquid solutions have been reported in a separate paper.43
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Appendix: Linear Response in the Same-Frequency Case

In this appendix, we show that FB-IVR, LSC, 2OC, and 2OCa
all reproduce the exact 1D spectra when ωe ) ωg ≡ ω. We
start out by noting that in this case, the transition frequency is
linear in Q̂ (see eq 37): Û ) pωeg

V + (2S)1/2pωQ̂ ≡ pωeg
V + δÛ,

where ωeg
V ) ωeg + ωS is the vertical transition frequency, δÛ

≡ (2S)1/2pωQ̂ is the fluctuation relative to it, and S ≡ ωQd
2/2p

is the Huang-Rhys factor. In the Heisenberg picture, δÛg/e(t)
) (2S)1/2pωQ̂g/e(t), where Q̂g/e(t) is obtained by solving the
Heisenberg equations for the position operator on the ground
and excited potential surfaces:

As is well-known, the 2OC approximation reproduces the
exact result when ωe ) ωg:1

However, it can also be shown that, in this case, J2OCa(t1)
coincides with J2OC(t1) and hence the exact result. To this end,
it can be easily verified that

and

Figure 10. A comparison of the exact 2D spectra to the corresponding
LSC, 2OC, and 2OCa approximations in the case where ωe/ωg ) 1.8
at T ) 5.0pωg/kB (high temperature).

Q
∧

g(t) ) Q
∧

cos(ωt) + P
∧

ω
sin(ωt) (A1)

Q
∧

e(t) ) -Qd + (Q
∧
- Qd)cos(ωt) + P

∧

ω
sin(ωt) (A2)

J(t1) ) J2OC(t1) ) |µge|
2exp{-iωeg

V t1 -

S[coth(�pω
2 )(1 - cos(ωt1)) + i(sin(ωt1) - ωt1)]} (A3)

〈δU
∧

e(t)〉g ) -2pωS[1 - cos(ωt)] (A4)
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Upon substitution of eqs A4 and A5 into eq 32, performing
the integrals explicitly and rearranging, one finds that J2OCa(t1)
indeed reduces to eq A3.

The FB-IVR approximation is exact when ωe ) ωg since the
two surfaces share the same set of coherent states. More
specifically, starting with a coherent wave packet on the ground-
state potential surface guarantees that it will remain coherent
even after hopping to the excited-state potential energy surface,
thereby reproducing the exact result.

Although less obvious, the LSC approximation also turns out
to be exact when ωe ) ωg. This can be verified explicitly by
substituting the well-known expression for the Wigner distribu-
tion that corresponds to thermal equilibrium on the ground-
state harmonic potential surface,44

into eq 18, and solving for Qτ on the average potential energy
surface, Vge(Q) ) (1/2)ω2(Q + Qd/2)2 + constant, so that

Substitution of eqs A6 and A7 into eq 18 followed by explicit
integration over Q0 and P0 is then found to reproduce the exact
J(t1), eq A3, thereby implying that the linearization of the
forward-backward action is exact when ωe ) ωg.

Finally, although the derivation is significantly more cumber-
some, it can be similarly shown that, in the case ωe ) ωg, FB-
IVR, LSC, 2OC, and 2OCa all reproduce the exact third-order
ORFs, {R1,R2,R3,R4}, that underly the 2D spectra. It should also
be pointed out that FB-IVR, LSC, 2OC still produce the exact
linear and nonlinear ORFs when the model is extended to
include an arbitrary number of independent harmonic photoin-

active modes (which is equivalent to the popular Brownian
oscillator model).1
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2 )[P0

2

2
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2

ω2Q0
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t1 dτδU(Qτ) ) QdQ0ωsin(ωt1) +
QdP0[1 - cos(ωt1)] - S[ωt1 - sin(ωt1)] (A7)

10434 J. Phys. Chem. A, Vol. 113, No. 39, 2009 McRobbie and Geva


